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RUN-TIME INSTRUMENTATION
REPORTING

BACKGROUND

The present invention relates generally to processing
within a computing environment, and more specifically, to
run-time instrumentation reporting.

Computer processors execute transactions using increas-
ingly complex branch prediction and instruction caching
logic. These processes have been introduced to increase
instruction throughput, and therefore processing perfor-
mance. The introduction of logic for improving performance
makes it difficult to predict with certainty how a particular
software application will execute on the computer processor.
During the software development process there is often a
balance between functionality and performance. Software is
executed at one or more levels of abstraction from the
underlying hardware that is executing the software. When
hardware is virtualized, an additional layer of abstraction is
introduced. With the introduction of performance enhancing
logic, and the various layers of abstraction it is difficult to
have a thorough understanding of what is actually occurring
at the hardware level when a program is executing. Without
this information, software developers use more abstract
methods, such as execution duration, memory usage, num-
ber of threads, etc., for optimizing the software application.

When hardware specific information is available, it is
typically provided to a developer after the fact and it is
provided in aggregate, at a high level, and/or interspersed
with the activity of other programs, and the operating
system, making it difficult to identify issues that may be
impacting the efficiency and accuracy of the software appli-
cation.

SUMMARY

Embodiments include a computer program product, and
system for run-time instrumentation reporting. An instruc-
tion stream is executed by a processor. Run-time instrumen-
tation information of the executing instruction stream is
captured by the processor. Run-time instrumentation records
are created based on the captured run-time instrumentation
information. A run-time instrumentation sample point of the
executing instruction stream on the processor is detected. A
reporting group is stored in a run-time instrumentation
program buffer. The storing is based on the detecting and the
storing includes: determining a current address of the run-
time instrumentation program buffer, the determining based
on instruction accessible run-time instrumentation controls;
and storing the reporting group into the run-time instrumen-
tation program buffer based on an origin address and the
current address of the run-time instrumentation program
buffer, the reporting group including the created run-time
instrumentation records.

Additional features and advantages are realized through
the techniques of the present invention. Other embodiments
and aspects of the invention are described in detail herein
and are considered a part of the claimed invention. For a
better understanding of the invention with advantages and
features, refer to the description and to the drawings.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The subject matter which is regarded as the invention is
particularly pointed out and distinctly claimed in the claims
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at the conclusion of the specification. The forgoing and other
features, and advantages of the invention are apparent from
the following detailed description taken in conjunction with
the accompanying drawings in which:

FIG. 1A is a diagram depicting an example host computer
system in an embodiment;

FIG. 1B is a diagram depicting an example emulation host
computer system in an embodiment;

FIG. 1C is a diagram depicting an example computer
system in an embodiment;

FIG. 2 is a diagram depicting an example computer
network in an embodiment;

FIG. 3 is a diagram depicting elements of a computer
system in an embodiment;

FIGS. 4A-4C depict detailed elements of a computer
system in an embodiment;

FIG. 5 depicts a schematic diagram of a system for
run-time instrumentation of a processor in accordance with
an embodiment;

FIG. 6 depicts a portion of a run-time-instrumentation
control block (RICCB) including controls that are settable
by a privileged state in an embodiment;

FIG. 7 depicts a portion of a RICCB control block when
the semi-privileged bit (K) is set to 1 in an embodiment;

FIG. 8 depicts a collection buffer in accordance with an
embodiment;

FIG. 9 depicts a reporting group in accordance with an
embodiment;

FIG. 10 depicts an embodiment of a begin record in a
reporting group;

FIG. 11 depicts an embodiment of a timestamp record in
a reporting group;

FIG. 12 depicts embodiments of emit records in a report-
ing group;

FIG. 13 depicts embodiments of abort records in a report-
ing group;

FIG. 14 depicts embodiments of call records in a reporting
group;

FIG. 15 depicts an embodiment of a fill record in a
reporting group;

FIG. 16 depicts embodiments of instruction records in a
reporting group;

FIG. 17 depicts a process for run-time instrumentation
reporting in accordance with an embodiment; and

FIG. 18 illustrates a computer program product in accor-
dance with an embodiment.

DETAILED DESCRIPTION

An embodiment of the present invention is a hardware
based run-time instrumentation facility for managed run-
times. As used herein the term “managed run-time” refers to
an environment that encapsulates a state and manages
resources used to execute a program or application (e.g.,
Java® virtual machine or “JVM?”, operating system, middle-
ware, etc.). Embodiments of the run-time instrumentation
facility enable a program to collect information about pro-
gram execution, including central processing unit (CPU)
data. The collected information allows the program to
acquire insights about the program from which the infor-
mation is collected. Embodiments of the run-time instru-
mentation facility include a hardware facility for collecting
sequences of events (e.g., taken branches, register values,
etc.) in a collection buffer. Contents of the collection buffer
(or a subset of the collection buffer containing the most
recent records) are copied into a program buffer in the
application’s address space (for example the address space
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of a JVM) upon a programmable set of sample triggering
events such as, but not limited to: a software directive in the
form of an instruction inserted into the instruction stream; an
interval of executed instructions are completed, a given
elapsed time since the last sample expired, and/or a given
hardware event such as data or instruction cache miss is
observed.

The data stored at each sample point is stored as a set of
related records, referred to herein as a reporting group. A
reporting group is stored into the program buffer whose
location is determined from controls associated with the
run-time instrumentation. Thus, instrumented data stored as
reporting groups in the program buffer are available to the
program for post-analysis (or even aggressive analysis dur-
ing run-time instrumentation).

Dynamic compilers may exploit run-time information,
such as that collected by the hardware based run-time
instrumentation facility described herein to perform online
feedback directed optimizations. For example, information
about important execution paths, profiled values and pre-
ferred branch directions can be used by a dynamic compiler
to perform optimizations that specialize or version code,
direct in-lining, re-order execution paths, and straighten
branches. Embodiments described herein are not limited to
use by compilers and may be used in variety of manners
such as, but not limited to, for directing other managed
run-time facilities. For example, data cache events can be
used to help a garbage collector process make decisions
about co-locating or distancing objects to gain better data
locality or avoid false sharing problems.

FIG. 1A, depicts the representative components of a host
computer system 50 in an embodiment. Other arrangements
of components may also be employed in a computer system.
The representative host computer system 50 comprises one
or more processors 1 in communication with main store
(computer memory) 2 as well as /O interfaces to storage
devices 11 and networks 10 for communicating with other
computers or SANs and the like. The processor 1 is com-
pliant with an architecture having an architected instruction
set and architected functionality. The processor 1 may have
dynamic address translation (DAT) 3 for transforming pro-
gram addresses (virtual addresses) into a real address in
memory. A DAT 3 typically includes a translation lookaside
buffer (TLB) 7 for caching translations so that later accesses
to the block of computer memory 2 do not require the delay
of address translation. Typically a cache 9 is employed
between the computer memory 2 and the processor 1. The
cache 9 may be hierarchical having a large cache available
to more than one CPU and smaller, faster (lower level)
caches between the large cache and each CPU. In some
embodiments, the lower level caches are split to provide
separate low level caches for instruction fetching and data
accesses. In an embodiment, an instruction is fetched from
the computer memory 2 by an instruction fetch unit 4 via the
cache 9. The instruction is decoded in an instruction decode
unit 6 and dispatched (with other instructions in some
embodiments) to instruction execution units 8. Typically
several instruction execution units 8 are employed, for
example an arithmetic execution unit, a floating point execu-
tion unit and a branch instruction execution unit. The
instruction is executed by the instruction execution unit 8,
accessing operands from instruction specified registers or
the computer memory 2 as needed. If an operand is to be
accessed (loaded or stored) from the computer memory 2,
the load store unit 5 typically handles the access under
control of the instruction being executed. Instructions may
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be executed in hardware circuits or in internal microcode
(firmware) or by a combination of both.

In FIG. 1B, depicts an emulated host computer system 21
is provided that emulates a host computer system of a host
architecture, such as the host computer system 50 of FIG. 1.
In the emulated host computer system 21, a host processor
(CPU) 1 is an emulated host processor (or virtual host
processor) 29, and comprises a native processor 27 having
a different native instruction set architecture than that of the
processor 1 of the host computer system 50. The emulated
host computer system 21 has memory 22 accessible to the
native processor 27. In an embodiment, the memory 22 is
partitioned into a computer memory 2 portion and an
emulation routines memory 23 portion. The computer
memory 2 is available to programs of the emulated host
computer system 21 according to the host computer archi-
tecture. The native processor 27 executes native instructions
of an architected instruction set of an architecture other than
that of the emulated processor 29, the native instructions
obtained from the emulation routines memory 23, and may
access a host instruction for execution from a program in the
computer memory 2 by employing one or more
instruction(s) obtained in a sequence & access/decode rou-
tine which may decode the host instruction(s) accessed to
determine a native instruction execution routine for emulat-
ing the function of the host instruction accessed. Other
facilities that are defined for the host computer system 50
architecture may be emulated by architected facilities rou-
tines, including such facilities as general purpose registers,
control registers, dynamic address translation and input/
output (I/O) subsystem support and processor cache for
example. The emulation routines may also take advantage of
function available in the native processor 27 (such as general
registers and dynamic translation of virtual addresses) to
improve performance of the emulation routines. Special
hardware and off-load engines may also be provided to assist
the native processor 27 in emulating the function of the host
computer system 50.

In a mainframe, architected machine instructions are used
by programmers, usually today “C” programmers often by
way of a compiler application. These instructions stored in
the storage medium may be executed natively in a z/Archi-
tecture IBM Server, or alternatively in machines executing
other architectures. They can be emulated in the existing and
in future IBM mainframe servers and on other machines of
IBM (e.g. pSeries® Servers and xSeries® Servers). They
can be executed in machines running Linux on a wide
variety of machines using hardware manufactured by
IBM®, Intel®, AMD™, Sun Microsystems and others.
Besides execution on that hardware under a Z/Architec-
ture®, Linux can be used as well a